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Technical Summary

Outstanding progress was made on -,everal topics in numcrical optimizzti;,..
Most noteworthy is that a new nonlinear programming algorithm has been de-
veloped for inequality constraints. So far it has only been implemented for
equality constraints. If the inequality constrained case works as well as the
current implementation, then this is a truly major accomplishment.

John Dennis, Richard Tapia, J. Martinez (of UNICAMP Brasil), Maria Celis
(of Ardent Computers), and Karen Williamson are preparing a paper describing
an interesting new method for nonlinear programming. This method uses some
ideas developed for unconstrained optimization by Byrd, Schnabet, and Shultz
and extends them into a new trust-region method that performs much better
than sequential quadratic programming far from the solution. The algorithm
also has the big advantages that it is easily able to deal with iterates with depen-
dent constraint gradients and inconsistent linearized constraints, as well as with
negative curvature directions for the Lagrangian. M. EI-Alem completed his
Ph.D. thesis giving a satisfying global convergence theorem for this algorithm.
Dennis and Cristina Maciel have begun a project to extend this algorithm to
large-scale nonlinear programming. Karen Williamson will defend her Ph.D.
thesis on an analysis and implementation of the algorithm during September
1989. Ms. Williamson's implementation appears to be unsurpassed by any of
the current SQP codes in robustness. Since it is based on Newton type methods.
it is more difficult to compare ef , - , but it also appears to be competitive
in that rerard.

Dennis and Karen Williamson have working code for ODE parameter deter-
mination by initial value methods. However, the algorithm we are going to
implement on the Sequent this winter is much more promising. Our new al-
gorithm is based on the new algorithm for nonlinear programming, and the
differential equation is viewed as an equality constraint to the nonlinear least
squares problem. As a result of using parallel shooting boundary value tech-
niques, the new algorithm offers many opportunities to exploit parallelism and
gain efficiency by combining the optimization algorithm wit h the constraint aiid
objective function evaluation.

Virginia Torczon and John Dennis have developed and analyzed a parallel ver-
sion of the Nelder-Mead simplex algorithm. A Sequent implementation is much
more robust than the Nelder-Mead algorithm, and for more than about 5 vari-
ables, it is also more efficient. A very interesting aspect of this work is that
no one has ever been able to prove convergence of the sequential algorithm.
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Ms Torczon's global convergence proof for the parallel algorithm, which formed
the heart of the theoretical portion of her Ph.D. thesis, does not work for the
sequential algorithm, but it does work for a parailel version of the Hooke and
Jeeves algorithm as well. In the report for last year, we described a whole class
of parallel Nelder-Mead variants. The algorithm we have been able to analyze
is the 'most' parallel of the class.

Some other accomplishments of less import are a convergence theory for non-
smooth trust region methods, and a new Karmarkar style algorithm for linear
programming. The latter may turn out to be quite important because of some
current work on extending it to nonlinear programming.
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